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Course Purpose 
The computerization of modern society facilitated the generation and 

collection of an ever-increasing volume of raw data. The World Wide Web 

contains about a trillion web pages! The Large Hadron Collider computers at 

CERN record about 15 petabytes a year! The amount of data stored in the 

world’s databases doubles every 20 months! These are just a few of the 

many facts that demonstrate the explosive growth in the quantity of data 

being recorded. These astonishing amounts of data contain a great deal of 

potentially important and valuable information waiting to be discovered. The 

role of Data Mining (DM) is to make this discovery possible. In particular, 

DM is about automatically extracting implicit, previously unknown and 

potentially useful information from substantial quantities of data. The 

constant increase in our ability to record data together with the significant 

benefits resulting from the application of DM in a variety of diverse areas 

have made it one of the most promising and flourishing fields of Computer 

Science. 

This course will introduce students to the major principles, terminology, 

problem types and research topics of DM. The main technical basis for DM 

comes from Machine Learning (ML), which is used for acquiring structural 

descriptions from data. These descriptions can either be used to predict the 

outcome of a new situation, or for the explanation and understanding of the 

behaviour of the source of the data. The course will examine the main ideas 

behind some of the leading ML techniques being used in practical DM and 

the issues that should be considered in their application. Additionally, it will 

consist of hands-on experimentation on real life problems and data to 

promote the development of critical thinking on the proper application of ML 

techniques. 

The course aims to provide you with the knowledge of the essential tools 

and techniques to: 

• identify situations in which the application of Data Mining is required or 

beneficial and 

• conduct a Data Mining investigation of a practical Machine Learning 
problem and critically analyse and evaluate the results. 

Learning 
By the end of the course the students are expected to: 



Outcomes • Define and explain the major principles, terminology and problem types 

of Data Mining 

• Describe and discuss the main Machine Learning techniques used in 

practical Data Mining and their theoretical basis and evaluate their 

strengths and weaknesses 

• Explain and propose ways of dealing with the issues involved in the 

application of Machine Learning techniques to practical problems 

• Apply Machine Learning techniques to a practical problem both in an 

exploratory or a targeted manner 

• Analyse and evaluate the performance of Machine Learning techniques 

on a supervised Data Mining task 

• Define and apply the main data transformation approaches used in 

practical Data Mining 

• Define and explain the main concepts and terminology of Web Mining 

• Define, explain and demonstrate the main concepts, approaches and 

issues for designing a recommendation system 

• Describe and explain the two main versions of the Conformal Prediction 
framework for quantifying uncertainty both in classification and 
regression and evaluate their outputs 

Prerequisites None Corequisites None 

Course Content 
This course consists of the following ten chapters: 

• Chapter 1 is the introductory chapter for the whole course 

• Chapter 2 introduces the main components and terminology of a Data 

Mining task 

• Chapter 3 analyses the main ideas behind some of the leading 

techniques that are used in practical Data Mining 

• Chapter 4 deals with the evaluation and comparison of Machine 

Learning techniques 

• Chapter 5 examines some of the most prominent advanced Machine 

Learning techniques used in practice today 

• Chapter 6 introduces the unsupervised learning setting and various 

approaches for this setting leading to different kinds of representations 

• Chapter 7 studies data engineering approaches for transforming the 

input and output to a suitable or even more effective form 

• Chapter 8 examines Web Mining and its three types: Web Content 

Mining, Web Structure Mining and Web Usage Mining 

• Chapter 9 deals with recommendation systems and analyzes the core 

concepts behind the two main types of recommendation systems: 

content-based and collaborative filtering 

• Chapter 10 introduces a recently developed framework for quantifying 

the uncertainty of Machine Learning predictions, called Conformal 

Prediction 

Teaching 
The methodology used to conduct the course is structured around lectures 

and laboratory exercises, so that students gain theoretical knowledge as 



Methodology well as practical skills. The taught part of the course is delivered to the 

students with the help of computer presentations. Lecture notes and 

presentations are available through the web (e-learning platform) for 

students to use in combination with the textbooks. Furthermore, theoretical 

principles are explained by means of specific examples and for solving 

specific problems using practical examples. 

Lectures are supplemented with supervised and unsupervised computer 
laboratories. Laboratories will include demonstrations of taught concepts 
and experimentation with related technologies. Additionally, during 
laboratory sessions, students apply their gained knowledge and identify the 
principles taught in the lecture sessions by means of working on different 
tasks and problems. Students are also allocated exercises for homework, 
assignments and/or group project to improve both their individual skills and 
team work. 
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Assessment 
The Students are assessed via continuous assessment throughout the 

duration of the Semester, which forms the Coursework grade and the final 

written exam. The coursework and the final exam grades are weighted 60% 

and 40%, respectively, and compose the final grade of the course. 

Various approaches are used for the continuous assessment of the 

students, such as class participation and in class exercises, assignments, 

projects and tests. The assessment weight, date and time of each type of 

continuous assessment is being set at the beginning of the semester via the 

course outline. An indicative weighted continuous assessment of the course 

is shown below: 

• Participation Activities (10%  of total marks for module) 

• Two marked assignments (20%  of total marks for module) 

• One project (30% of total marks for module) 

• One closed-book, 3-hour exam (40% of total marks for module) 
 

Students are prepared for final exam, by revision on the matter taught, 

problem solving and concept testing and are also trained to be able to deal 

with time constrains and revision timetable. 

The criteria considered for the assessment of each type of the continuous 

assessment and the final exam of the course are: (i) the comprehension of 

the fundamental concepts and theory of each topic, (ii) the application of the 

theory in solving related problems and (iii) the ability to apply the above 

knowledge in complex real-life problems. 

The final assessment of the students is formative and summative and is 

assured to comply with the subject’s expected learning outcomes and the 

quality of the course. 

Language English 

 


